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Figure 7. Hierarchical classification process for the estimation of the head pose.
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Source: Gourier et al., ~ with permission.

Figure 8. Regions for the space of head positions.
Source: Gourier et aI.,|9 with permission.

expert is used to classify each (with a 95% correct
classification rate). By applying these two classifiers,
the primary space is partitioned into four parts. Each
of these four areas is then looked at as a left-right
two-class problem by classifiers of a second-level clas-
sifier expert type, resulting in an approximately 95%
correct rate. In the final level then, to estimate the
angle, each of the eight regions created is considered

as a nine-class problem, classified by classifiers of a
third-level expert type. This hierarchical procedure is
depicted in Figure 7.

Application of this hierarchical method converts the
complex space of the original problem into smaller
problems so that the MLP classification results will
increase the performance from a very low rate
(about 15%) with one whole space to an acceptable
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Figure 9. Performance chartfor expert classifiers.

level with the divided space. Figure 8 illustrates the
‘zoning’ procedure.

In this experiment, like the previous ones, the images
of eight subjects from the total 15 are used for training
of the classifier, while the remaining 7 are used as the
test images, all selected randomly. Figure 9 illustrates
the results of this experiment obtained in 20 runs.

Table 1 shows the performance evaluation and com-
parison of the model in experiment 3 and the hierarchi-
cal model with those presented in the literature. The
performance is assessed by the mean error in both the
pitch and yaw directions. In addition, the classification
rates are calculated in the yaw and pitch. The classifica-
tion rates were also calculated by disregarding the esti-
mation error of up to 15°.

The results of Table 1 illustrate that the hierarchical
method outperforms the method of experiment 3. It is
also observed that the results of our proposed method
are considerably better than those of the PNMF,’
NMF,” PCA,” HOSVD,** LAAM,>* and NN-based**
methods reported in the literature.

Although we reported the results with the MLP, we
tested our method using the RBF as well. The results
show that the estimation rate in the classification
method is independent of the type of neural net used.

Experiment for real-time video

In order to demonstrate the feasibility and applicability
of the method proposed in this study, we performed an
experiment to evaluate the performance of our method
in the estimation of the head poses from the images in a
video format database. This experiment shows that the
performance of our method is quite feasible within the
acceptable time frame required for image processing.

The time needed by the algorithm is directly related
to the image quality. The minimum and maximum pro-
cessing times needed in our work were observed to be
about 20 ms and 34 ms, respectively, with an average of
about 28 ms, a value less than the average required pro-
cessing time of 30 ms reported in the literature.'

We also examined our proposed method in real driv-
ing situations with different drivers. The experiments

Figure 10. Some drivers participated in the driving experiment.

we performed involved a certain vehicular testbed
including a monocular camera mounted on the dash-
board of the car in front of the driver. Furthermore, we
designed a graphic user interface in Matlab to see the
functionality of the model simultaneously.

It must be mentioned that a fair evaluation of the
results in a real-world application requires certain
devices such as calibrated cameras or accurate simula-
tors, as indeed done elsewhere.?”*® In addition, as
stated by some authors,'>*3% certain notion of the
ground truth for the driver’s head pose is ideally needed
for the validation of the system. Without a thorough
and detailed understanding and knowledge of the true
intentions of a driver in a driving situation, it is quite
difficult to obtain an actual ground truth. In the
absence of such a sound ground truth, we have made
use of some actual driving data with a scaled frame
applied on the program graphical user interface (GUI)
for several hundred frames of the video sequences. This
procedure, in effect, resulted in a ground setting which
could be used as our ground truth in our ‘real-world’
driving experiment.

Figure 10 shows some of the drivers who partici-
pated in the experiment to examine the ‘real-world’
applicability of our proposed method.

Figure 11 shows the real-time execution of the com-
puter program written based on the proposed algorithm
for the estimation of the head pose.
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Figure I 1. Real-time execution of the computer program
written based on the proposed algorithm for the estimation of
the head pose.

Conclusion

In this work, an effective algorithm for real-time head pose
estimation based on a novel feature space and a hierarchi-
cal classification technique was proposed. This method is
useful for driver assistance systems and video-based sur-
veillance systems. While the real-time speed is a critical
requirement in such applications, it was shown that our
model performs fast with high accuracy. The main focus
of this article is whether the driver is paying adequate
attention to the driving, so that in the event he is not, some
vocal warning can be issued to alert the driver. When the
head direction is deviated for too long, the proposed algo-
rithm provides a judgment to this effect.

There are a number of advantages associated with
the proposed technique. First, the method of feature
extraction in the image domain is independent of iden-
tity, keeping only the features related to the angles.
Furthermore, the technique can handle cases in which
the feature extraction method does not require the
appearance of facial components on the sequences so
clearly. Thus, our algorithm can detect those incomplete
faces resulted from great occlusions and large orienta-
tions. Second, the hierarchical technique offers a stable
performance for all orientations in the head pose space,
requiring only one camera for each position, in contrast
with those systems requiring more cameras with certain
locations for the driver head pose estimation. In essence,
the proposed methodology can be considered as a part
of an advanced driver assistant system. It is also useful
for collision prevention systems, severely handicapped
people, and other driving applications.

The main restriction in using the proposed approach is
the high similarity between head positions in each of the
eight regions of our zoning procedure, an area open to fur-
ther study in our future work. In addition we plan to add
some means of verification to be used in security systems.
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